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An information processing apparatus is disclosed which
includes: a discrimination section configured to discriminate
an object drawing the line of sight of a user viewing an image
displayed on a display screen, the discrimination being based
both on coordinate information indicative of where the line of
sight of the user is positioned relative to the image and on
object information including area information indicative of
an image area including the object in the image; and a pro-
cessing section configured such that when the discrimination
section discriminates the object drawing the line of sight of
the user, the processing section selectively performs a process
corresponding to the object discriminated by the discrimina-
tion section.
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INFORMATION PROCESSING APPARATUS
AND INFORMATION PROCESSING SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

The present application claims priority from Japanese
Patent Application No. JP 2010-272367 filed in the Japanese
Patent Office on Dec. 7, 2010, the entire content of which is
incorporated herein by reference.

BACKGROUND

The present disclosure relates to an information processing
apparatus and an information processing system.

Recent years have witnessed the development of tech-
niques for using, on a display screen, an area that draws (or is
expected to draw) the attention of the user viewing an image
displayed on that screen. One such technique, disclosed in
Japanese Patent Laid-Open No. 2007-006111 (called the
Patent Document 1 hereunder) for example, involves detect-
ing an attention-drawing object in an image based on refer-
ence data (metadata) and trimming the image into a trimmed
image in such a manner that the trimming coordinates estab-
lished on the basis of the coordinates of the detected attention-
drawing object determine the center of the trimmed image.
Another technique, disclosed in Japanese Patent Laid-Open
No. 2009-117974 (called the Patent Document 2 hereunder)
for example, involves recording, to a database, interest infor-
mation based on information about those areas of content
designated by users so that analyzers using the database may
create information indicative of the trend of the users’ inter-
est.

SUMMARY

The apparatus to which the technique described in the
Patent Document 1 is applied (the apparatus may be referred
to as the ordinary apparatus 1 and the technique as the ordi-
nary technique 1 hereunder where appropriate) detects the
attention-drawing object based on the reference data input
from the outside. However, because the attention-drawing
object detected by the ordinary apparatus 1 is based on the
externally input reference data, the detected attention-draw-
ing object may or may not actually draw the attention of the
user viewing the image (moving or still image; ditto hereun-
der). And as mentioned above, the ordinary apparatus 1 trims
the image in such a manner that the trimming coordinates
established on the basis of the coordinates of the detected
attention-drawing object determine the center of the trimmed
image. That means the trimmed image created by the ordinary
apparatus 1 can turn out to be an image with its center occu-
pied by an object not actually drawing the user’s attention.
Furthermore, the trimmed image can exclude the object that
was included in the original image and that may have drawn
the user’s attention. For these reasons, it is not quite certain
that using the ordinary technique 1 makes it possible to dis-
criminate the object drawing the attention of the user viewing
the image of interest and to perform a relevant process corre-
sponding to the discriminated object.

The apparatus to which the technique described in the
Patent Document 2 is applied (the apparatus may be referred
to as the ordinary apparatus 2 and the technique as the ordi-
nary technique 2 hereunder where appropriate) records, to a
database, the interest information based on information about
those areas of content designated by users. Because the inter-
est information is based on the information about those area
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2

of content designated by the user according to the ordinary
technique 2, there is a possibility that the information indica-
tive of the trend of the users’ interest can indeed be created
using the database that stores the interest information accord-
ing to the ordinary technique 2. With the ordinary apparatus 2,
however, the interest information cannot be recorded to the
database unless the users manually designate the areas they
are interested in. That is, the ordinary technique 2 presup-
poses that operations are performed intentionally by the
users. That means the use of the ordinary technique 2 can
entail reduced convenience for the users. Since the ordinary
technique 2 presupposes the users’ intentional operations,
what is recorded to the database may include interest infor-
mation about the areas selected more or less arbitrarily for one
reason or another by users who are not quite interested in
those areas. Thus it is not quite certain that using the ordinary
technique 2 makes it possible to discriminate the object or
objects drawing the attention of the users viewing the image
of interest and to perform a relevant process corresponding to
the discriminated objects.

As described above, even if the ordinary technique 1 or 2
(generically called the ordinary technique hereunder where
appropriate) is utilized, it is not quite certain that the object
drawing the attention of the user or users viewing the image of
interest can be discriminated and subjected to relevant pro-
cessing.

The present disclosure has been made in view of the above
circumstances and provides an information processing appa-
ratus and an information processing system improved to dis-
criminate the object drawing the attention of the user viewing
the image of interest displayed on a screen and to perform a
relevant process corresponding to the discriminated object.

According to one embodiment of the present disclosure,
there is provided an information processing apparatus includ-
ing: a discrimination section configured to discriminate an
object drawing the line of sight of a user viewing an image
displayed on a display screen, the discrimination being based
both on coordinate information indicative of where the line of
sight of the user is positioned relative to the image and on
object information including area information indicative of
an image area including the object in the image; and a pro-
cessing section configured such that when the discrimination
section discriminates the object drawing the line of sight of
the user, the processing section selectively performs a process
corresponding to the object discriminated by the discrimina-
tion section.

The structure outlined above permits discrimination of the
object drawing the attention of the user viewing the image
displayed on the display screen, so as to carry out the process
corresponding to the discriminated object.

Preferably, the information processing apparatus may fur-
ther include a detection section configured to detect the object
included in the image so as to generate the object information,
by utilizing metadata associated with the image and/or by
processing the image; wherein the discrimination section
may determine the object drawing the line of sight of the user
based on the object information generated by the detection
section.

Preferably, the processing section may provide a display of
what is indicated by auxiliary information about the object
discriminated by the discrimination section, the display being
positioned near the image area corresponding to the object
discriminated by the discrimination section.

Preferably, the information processing apparatus may fur-
ther include: a storage portion; and a communication portion
configured to communicate with an external apparatus stor-
ing the auxiliary information; wherein the processing section
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may generate attention-drawing object information indica-
tive of the object discriminated by the discrimination section,
before recording the generated attention-drawing object
information to the storage portion; if the attention-drawing
object information corresponding to the object discriminated
by the discrimination section is stored in the storage portion,
then the processing section may acquire the auxiliary infor-
mation corresponding to the attention-drawing object infor-
mation from the external apparatus via the communication
portion; and the processing section may display what is indi-
cated by the acquired auxiliary information near the image
area which is part of the image and which corresponds to the
object discriminated by the discrimination section.

Preferably, the information processing apparatus may fur-
ther include a communication portion configured to commu-
nicate with an external apparatus; wherein the processing
section may generate attention-drawing object information
indicative of the object discriminated by the discrimination
section, before causing the communication portion to trans-
mit the generated attention-drawing object information to the
external apparatus.

Preferably, the processing section may perform an expan-
sion process for expanding the image area corresponding to
the object discriminated by the discrimination section, and/or
an extended definition process for enhancing image quality of
the image area.

Preferably, the processing section may prevent any image
different from the image and/or what is indicated by any
information unrelated to the image from being displayed in
superposed fashion on the image area corresponding to the
object discriminated by the discrimination section.

Preferably, the information processing apparatus may fur-
ther include an input portion configured to admit the coordi-
nate information generated by and input from an imaging
device through detection of the line of sight of the user rela-
tive to the image displayed on the display screen of a display
device; wherein, based on the coordinate information input to
the input portion, the discrimination section may discriminate
the object drawing the line of sight of the user.

Preferably, the information processing apparatus may fur-
ther include: a display portion configured to display the image
on the display screen; and an imaging portion configured to
generate the coordinate information by detecting the line of
sight of the user relative to the image displayed on the display
screen of the display portion; wherein, based on the coordi-
nate information generated by the imaging portion, the dis-
crimination section may discriminate the object drawing the
line of sight of the user.

According to another embodiment of the present disclo-
sure, there is provided an information processing system
including: a server configured to store auxiliary information
about an object; and an information processing apparatus
configured to communicate with the server. The information
processing apparatus includes: a storage portion; a commu-
nication portion configured to communicate with the server;
a discrimination section configured to discriminate an object
drawing the line of sight of a user viewing an image displayed
on a display screen, the discrimination being based both on
coordinate information indicative of where the line of sight of
the user is positioned relative to the image and on object
information including area information indicative of an
image area including the object in the image; and a processing
section configured such that when the discrimination section
discriminates the object drawing the line of sight of the user,
the processing section selectively performs a process corre-
sponding to the object discriminated by the discrimination
section. The processing section generates attention-drawing
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object information indicative of the object discriminated by
the discrimination section, before recording the generated
attention-drawing object information to the storage portion. If
the attention-drawing object information corresponding to
the object discriminated by the discrimination section is
stored in the storage portion, then the processing section
acquires the auxiliary information corresponding to the atten-
tion-drawing object information from the server via the com-
munication portion. The processing section displays what is
indicated by the acquired auxiliary information near the
image area corresponding to the object discriminated by the
discrimination section.

The structure outlined above constitutes an information
processing system capable of discriminating the object draw-
ing the attention of the user viewing the image displayed on
the display screen, so as to carry out the process correspond-
ing to the discriminated object.

According to a further embodiment of the present disclo-
sure, there is provided an information processing system
including: a server; and an information processing apparatus
configured to communicate with the server The information
processing apparatus includes: a communication portion con-
figured to communicate with the server; a discrimination
section configured to discriminate an object drawing the line
of sight of a user viewing an image displayed on a display
screen, the discrimination being based both on coordinate
information indicative of where the line of sight of the user is
positioned relative to the image and on object information
including area information indicative of an image area includ-
ing the object in the image; and a processing section config-
ured such that when the discrimination section discriminates
the object drawing the line of sight of the user, the processing
section selectively performs a process corresponding to the
object discriminated by the discrimination section. The pro-
cessing section generates attention-drawing object informa-
tion indicative of the object discriminated by the discrimina-
tion section, before causing the communication portion to
transmit the generated attention-drawing object information
to the server.

The structure outlined above also constitutes an informa-
tion processing system capable of discriminating the object
drawing the attention of the user viewing the image displayed
on the display screen, so as to carry out the process corre-
sponding to the discriminated object.

According to the present disclosure, it is thus possible to
discriminate the object drawing the attention of the user view-
ing the image displayed on the display screen and to carry out
the process corresponding to the discriminated object.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an explanatory view showing a typical image as
well as typical image areas for use when the present disclo-
sure is embodied;

FIG. 2 is an explanatory view explaining a typical method
for discriminating an object drawing the line of sight of a user,
the method being used in conjunction with an information
processing apparatus embodying the present disclosure;

FIG. 3 is an explanatory view explaining a typical object
identification process performed by the information process-
ing apparatus embodying the present disclosure;

FIG. 4 is another explanatory view explaining the typical
object identification process performed by the information
processing apparatus embodying the present disclosure;
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FIG. 5 is an explanatory view explaining a typical process
performed corresponding to the discriminated object by the
information processing apparatus embodying the present dis-
closure;

FIG. 6 is an explanatory view explaining another typical
process performed corresponding to the discriminated object
by the information processing apparatus embodying the
present disclosure;

FIG. 7 is a block diagram showing a typical structure of an
information processing apparatus as a first embodiment of the
present disclosure;

FIG. 8 is an explanatory view showing a typical hardware
structure of the information processing apparatus embodying
the present disclosure;

FIG. 9 is a block diagram showing a typical structure of an
information processing apparatus as a second embodiment of
the present disclosure; and

FIG. 10 is a block diagram showing a typical structure of a
server embodying the present disclosure.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Some preferred embodiments of the present disclosure will
now be described in detail with reference to the accompany-
ing drawings. Throughout the ensuing description and the
attached drawings, like reference numerals designate like or
functionally equivalent components, and their explanations
may be omitted where redundant.

The ensuing description will be given under the following
headings:

1. An approach to the preferred embodiments of the present
disclosure;

2. Server, and information processing apparatus embody-
ing the present disclosure; and

3. Programs embodying the present disclosure.

(An Approach to the Preferred Embodiments of the Present
Disclosure)

A processing approach to the preferred embodiments will
be explained first, followed by an explanation of a typical
structure of an information processing apparatus (referred to
as the information processing apparatus 100 hereunder)
embodying the present disclosure.

[Outline of the Processing Approach to the Preferred
Embodiments]

As discussed above, where an object is detected based on
externally input reference data as with the ordinary technique
1, it is not quite certain that the detected object is an object that
can draw the attention of the user. Where the object drawing
the attention of users is discriminated on the assumption that
the users perform operations intentionally as with the ordi-
nary technique 2, the process can entail reduced convenience
for the users. Since the ordinary technique 2 presupposes the
users’ intentional operations, the object may be discriminated
more or less arbitrarily by the users who are not quite inter-
ested in the object. Thus it is not quite certain that using the
ordinary technique 2 makes it possible to discriminate the
object drawing the attention of the users viewing the image
displayed on the display screen.

The information processing apparatus 100 thus discrimi-
nates the object drawing the line of sight of the user viewing
an image displayed on a display screen, the discrimination
being based both on coordinate information indicative of
where the line of sight of the user is positioned relative to the
image and on object information including area information
indicative of an image area including the object in the image.
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For example, the display screen displaying the image in
conjunction with the preferred embodiments may be the dis-
play screen of an external display device (display device 500,
to be discussed later) or the display screen of a display portion
(to be discussed later) attached to the information processing
apparatus 100.

Furthermore, the coordinate information applicable to the
preferred embodiments may be typically generated either by
an external imaging device (e.g., imaging device 600, to be
discussed later) for imaging in the display direction of the
display screen on the display device 500, or by an imaging
portion (to be discussed later) for imaging in the display
direction of the display screen on a display portion (to be
discussed later), the imaging portion being attached to the
information processing apparatus 100. Ifthe coordinate infor-
mation is generated by the external imaging device, the infor-
mation processing apparatus 100 uses the coordinate infor-
mation sent from the external imaging device for processing;
if the coordinate information is generated by the imaging
portion, then the information processing apparatus 100 uses
the coordinate information generated by the imaging portion
for processing.

The coordinate information may be composed of coordi-
nates expressed with their origin fixed to a specific position
such as the top left corner of an image. For example, the
external imaging device (or simply called the imaging device;
ditto hereunder) may generate coordinate information by
detecting the line of sight of a user through the use of the
technique disclosed in Japanese Patent Laid-Open No. 2006-
202181 filed by this applicant. Specifically, the external
imaging device may generate coordinate information by
detecting the user’s line of sight based on the images taken by
two imaging devices attached horizontally to the display
screen of, say, an external display device (or simply called the
display device; ditto hereunder). The external imaging device
can also generate coordinate information by detecting the
user’s face from an image taken of him or her (called the taken
image hereunder) and by estimating the attitude of the face
and that of the eyeballs of the user so as to estimate the
direction of the user’s line of sight. More specifically, the
external imaging device may detect the user’s face by detect-
ing feature points such as the user’s eyes, nose, mouth, and
skeletal outline; brightness distribution over the face, and
facial areas similar to predetermined structural patterns, for
example. With the user’s face detected, the external imaging
device may estimate the attitude of the face using, say, the
technique of AAM (Active Appearance Model) and may also
estimate the attitude of the eyeballs based on the positional
relations of the irises within the eye areas detected from the
taken image. The external imaging device may then synthe-
size the estimated attitude of the face and that of the eyeballs
so as to estimate the direction of the user’s line of sight,
thereby generating the coordinate information corresponding
to the estimated results. The above-outlined techniques are
not limitative of the method for generating coordinate infor-
mation as part of the embodiments of the present disclosure.
For example, the external imaging device or imaging portion
as part of the embodiments of this disclosure may generate
coordinate information by detecting (or estimating) the user’s
line of sight from taken images using suitable eye-tracking
techniques such as one disclosed in Japanese Patent Laid-
Open No. 2009-59257 filed by this applicant.

FIG. 1 is an explanatory view showing a typical image as
well as typical image areas for use when the present disclo-
sure is embodied. FIG. 1 shows an image containing image
areas A, B and C. In this example, the image areas A and B
each include an object, and the image area C is an area other
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than the image areas A and B in the image. That is, the image
area C is an area that does not include any object.

The area information applicable to the embodiments of the
present disclosure is information indicative of image areas
each including the object such as the image areas A and B.
Where each image area is rectangular as shown in FIG. 1, the
area information may designate the coordinates of, say, the
top left corner and bottom right corner. The rectangular areas
such as those shown in FIG. 1 are not limitative of the image
areas applicable to the embodiments of the present disclosure.
For example, the image areas relevant to the embodiments
may be circular or elliptical. In the preceding example, the
area information applicable to the embodiments of this dis-
closure may designate the coordinates of the center of each
image area as well as its minor and major axes (the minor axis
is equal to the major axis in the case of a circle).

The information processing apparatus 100 is capable of
uniquely identifying the image area that does not include any
object such as the image area C, through the use of the area
information indicative of the image areas each including the
object such as the image areas A and B. Obviously, the area
information relevant to the embodiments of this disclosure is
not limited to the information indicative of the image area
including the object; the area information may also designate
the image area that does not include any object.

The object information applicable to the embodiments of
this disclosure constitutes data indicative of the object
included in the image. As such, the object information may
include area information for example. The object information
may also include information identifying the object (e.g.,
information indicating the name and type of the object) and
other object-related information (i.e., any information related
to the object; called the auxiliary information hereunder). The
information included in the object information is not limited
to what was discussed above. For example, the object infor-
mation may include information indicative of viewing points
established for an object. The information processing appa-
ratus 100 may transmit information indicative of such view-
ing points to a server (called the server 200 hereunder where
appropriate) connected to the apparatus 100 directly or via a
network (the transmission is a typical process corresponding
to a discriminated object, as will be discussed later). The
viewing points designated by the information sent from the
information processing apparatus 100 may be used by the
user 200 for calculating the viewing rate of each of the objects
involved, for example.

The information processing apparatus 100 may acquire
metadata corresponding to an image and generated by an
external apparatus (e.g., apparatus owned by the creator
(called the content provider hereunder where appropriate)
having created the image displayed on the display screen),
and may generate object information using the acquired
metadata for example. In this case, the information process-
ing apparatus 100 may acquire the metadata from an external
display device having the image displayed on its display
screen, or from the external apparatus (e.g., server 200, to be
discussed later) connected directly or via a network for
example. If the information processing apparatus 100 repro-
duces content data which constitutes the image and which is
recorded on a recording medium such as Blu-ray (registered
trademark) discs, the information processing apparatus 100
may acquire metadata from that recording medium.

Since the above-mentioned metadata may be generated
typically by the content provider, the metadata can include
object-identifying information and auxiliary information in
addition to the area information. Thus by use of the acquired
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metadata, the information processing apparatus 100 can gen-
erate object information including at least area information.

The method for generating object information that may be
adopted by the information processing apparatus 100 is not
limited to what was described above. Alternatively, the infor-
mation processing apparatus 100 may generate the object
information by processing the image displayed on the display
screen so as to detect images from that image and by estab-
lishing image areas based on the detected results. The above
wording regarding the information processing apparatus 100
embodying the present disclosure in a manner “processing
the image displayed on the display screen” may typically
mean processing the image data or image signal correspond-
ing to the image displayed on the display screen. Also, the
image processed by the information processing apparatus 100
may be an image reproduced by an external display device
and received by the information processing apparatus 100 or
an image stemming from the content data reproduced by the
information processing apparatus 100.

More specifically, the information processing apparatus
100 may use, say, local binary patterns to acquire feature
quantities indicative of the contour of a target object included
in the image and thereby calculate a histogram of the feature
quantities applicable to the local binary patterns in a given
area of the image so as to detect the object statistically. The
information processing apparatus 100 may then establish the
image area including the detected object and generate object
information including area information. Obviously, the
method for generating object information as part of the
embodiments of the present disclosure is not limited to what
was discussed above.

As explained above, based on the coordinate information
and object information, the information processing apparatus
100 discriminates the object drawing the line of sight of the
user. I[fan objectis included in the image area drawing the line
of' sight of the user viewing the image displayed on the display
screen, then it is highly likely that the user is paying attention
to the object in question. On the other hand, if the object is not
included in the image area drawing the line of sight of the user
viewing the image on the display screen, then it is highly
likely that the object drawing the user’s attention does not
exist within the image. Thus by discriminating the object
drawing the user’s line of sight, the information processing
apparatus 100 can perform a process (to be discussed later)
corresponding to the object drawing the user’s attention in the
image.

[Specific Examples of the Processes Relevant to the Process-
ing Approach to the Embodiments of the Present Disclosure]

Explained below in more specific terms are some processes
applicable to the processing approach to the embodiments of
this disclosure. For example, the information processing
apparatus 100 may implement the processing approach to the
embodiments by carrying out processes (1) through (3), to be
explained below.

(1) Object Information Generation Process

The information processing apparatus 100 may detect an
object in an image by utilizing metadata corresponding to the
image in question and/or by processing the image displayed
on the display screen, for example. Also, the information
processing apparatus 100 may generate object information
about each object detected.

(2) Object Identification Process

The information processing apparatus 100 discriminates
the object drawing the user’s line of sight, based on the
coordinate information generated by an external imaging
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device or an imaging portion and on the object information
generated through the process (1) above (i.e., object informa-
tion generation process).

FIG. 2 is an explanatory view explaining a typical method
for discriminating the object drawing the user’s line of sight,
the method being used in conjunction with the information
processing apparatus 100 embodying the present disclosure.
FIG. 2 shows the same image as that in FIG. 1, the image in
FIG. 2 also including the image areas A through C.

The information processing apparatus 100 may discrimi-
nate the object drawing the user’s line of sight, typically on
the basis of in which image area the coordinate point (e.g., P
in FIG. 2) designated by coordinate information area is
located. In the example of FIG. 2, the coordinate point des-
ignated by the coordinate information is positioned in the
image area B (i.e., image area designated by the area infor-
mation as part of the object information), so that the informa-
tion processing apparatus 100 can conclude that the user’s
line of sight is drawn to the image area B. Thus in the example
of FIG. 2, the information processing apparatus 100 can dis-
criminate the object included in the image area B as the object
drawing the user’s line of sight.

The way the object is discriminated by the information
processing apparatus 100 is not limited to, say, the method for
determining what kind of object is drawing the user’s line of
sight. For example, the information processing apparatus 100
embodying the present disclosure may be arranged to dis-
criminate the object by determining the image area including
the object drawing the user’s line of sight. More specifically,
the information processing apparatus 100 may discriminate
the image area including the object drawing the user’s line of
sight based on the area information as part of the object
information. If information identifying the object is included
in the object information, then the information processing
apparatus 100 may further determine what kind of object is
drawing the user’s line of sight.

In the example of FIG. 2, there is shown one coordinate
point (P in FIG. 2) designated by the coordinate information.
This is an example in which the external imaging device or
image portion has generated the coordinate information cor-
responding to one user’s line of sight. However, the coordi-
nates designated by the coordinate information used by the
information processing apparatus 100 embodying this disclo-
sure are not limited to one coordinate point. Alternatively, if
the external imaging device or imaging portion has generated
coordinate information corresponding to a plurality of users’
lines of sight, i.e., if the coordinate information designates a
plurality of coordinate points, then the information process-
ing apparatus 100 may determine in which image area each of
the coordinate points designated by the coordinate informa-
tion exists, thereby discriminating the object drawing the line
of sight of each of the users with regard to each coordinate
point. In the ensuing description, the processing approach to
the embodiments of the present disclosure will be explained
on the assumption that a single coordinate point is designated
by the coordinate information.

Also, if the coordinate point designated by the coordinate
information remains for a predetermined time period within
the image area corresponding to the same object, the infor-
mation processing apparatus 100 may discriminate the object
corresponding to the image area in question (or the image area
itself) as the object drawing the user’s line of sight. The
above-mentioned time period may be defined in advance
upon manufacture of the information processing apparatus
100 or established as desired by the user of the apparatus 100.

FIGS. 3 and 4 are explanatory views explaining a typical
object identification process performed by the information
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processing apparatus 100 embodying the present disclosure.
FIGS. 3 and 4 show examples in which the image displayed
on the display screen is a moving image (or an aggregate of
still images). Where the image displayed on the display
screen is a still image, the process is still the same as in the
case of the moving image.

In the example of FIG. 3, the coordinate point (P in FIG. 3)
designated by the coordinate information is shown to exist in
an image area B within two images I and II. Thus the infor-
mation processing apparatus 100 discriminates the object
included in the image area B (or the image area B itself) as the
object drawing the user’s line of sight.

In the example of FIG. 4, on the other hand, the coordinate
point (P in FIG. 4) is not shown to exist in the same image area
within each of images I, IT and III. That is, in the case of FIG.
4, the user’s line of sight does not remain in a specific image
area so that it is not very likely that the user’s attention is
drawn to any specific object. In this case, the information
processing apparatus 100 does not discriminate any object (or
any image area) included in the image as the object drawing
the user’s line of sight.

As explained above, where the coordinate point designated
by the coordinate information remains in the same image area
for a predetermined time period, the information processing
apparatus 100 may discriminate the coordinate point as the
object drawing the user’s line of sight. In this manner, the
information processing apparatus 100 can discriminate the
object (or image area) really drawing the user’s attention as
the object drawing the user’s line of sight.

The processing by the information processing apparatus
100 is not limited to the process of discriminating a given
object as the object drawing the user’s line of sight if the
coordinate point designated by the coordinate information
remains for a predetermined time period within the image
area corresponding to the same object. For example, the infor-
mation processing apparatus 100 may determine in which
image area the coordinate point designated by coordinate
information exists every time the coordinate information is
received. If the coordinate point designated by the coordinate
information is found to exist in the image area designated by
area information, then the information processing apparatus
100 may discriminate the object drawing the user’s line of
sight in that area. As another example, the information pro-
cessing apparatus 100 may record results of the determination
of'in which image area the coordinate point designated by the
coordinate information has existed as historical information
of'the user’s line of sight.

(3) Execution Process

Based on the results of the discrimination in the process (2)
above (object identification process), the information pro-
cessing apparatus 100 selectively performs the process cor-
responding to the discriminated object. More specifically,
when the object drawing the user’s line of sight is discrimi-
nated by the process (2) above (object identification process),
the information processing apparatus 100 carries out the pro-
cess corresponding to the discriminated object; when such an
object is not discriminated by the process (2), the information
processing apparatus 100 does not perform any correspond-
ing process.

[Specific Examples of the Process Corresponding to the Dis-
criminated Object]

Explained below are some processes corresponding to the
discriminated object and carried out by the information pro-
cessing apparatus 100 embodying the present disclosure.
(A) Image Processing

As the process corresponding to the discriminated object,
the information processing apparatus 100 may perform image
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processing on the image area that corresponds to the object
discriminated typically by the process (2) above (object dis-
crimination process). For example, the image processing car-
ried out by the information processing apparatus 100 may
include an expansion process for expanding the image area
corresponding to the discriminated object, an extended defi-
nition process for enhancing the image quality of the image
area in question typically through smoothing and super-re-
solving, or a combination of such processes. The image pro-
cessing for the embodiments of this disclosure is not limited
to the expansion process and/or the extended definition pro-
cess. For example, the information processing apparatus 100
may preferably perform a 2D-t0-3D conversion process on
the image of the image area corresponding to the discrimi-
nated object. Also, the information processing apparatus 100
may adjust the image signal using, for example, the technique
disclosed in Japanese Patent Laid-Open No. 2007-256961
filed by this applicant in such a manner that the image areas
other than the image area corresponding to the discriminated
object in the image are made less conspicuous than the latter
image area.

FIG. 5 is an explanatory view explaining a typical process
performed corresponding to the discriminated object by the
information processing apparatus 100 embodying the present
disclosure. FIG. 5 shows an example in which the image area
B in FIG. 2 is discriminated by the process (2) above (object
identification process) as the image area including the object
drawing the user’s line of sight.

The information processing apparatus 100 performs the
above-mentioned image processing on the image area B
shown in FIG. 5 and does nothing with regard to the other
image areas. By carrying out the image processing solely on
the image area B, the information processing apparatus 100
can shoulder less load than when processing the entire image.
And as explained above, if the image area drawing the user’s
line of sight includes an object, it is highly likely that the
user’s attention is drawn to that object. In such a case, the
information processing apparatus 100 can offer the user suf-
ficient benefits of the image processing by performing it on
the image area B.

Thus by carrying out the above-described image process-
ing on the image area corresponding to the discriminated
object, the information processing apparatus 100 can empha-
size the object drawing the user’s attention and enhance the
image quality of the object in question while shouldering less
load than when processing the entire image.

(B) Display Process

As the process corresponding to the discriminated object,
the information processing apparatus 100 may perform a
display process in reference to the image area corresponding
to the object discriminated by the process (2) above (object
identification process), for example.

FIG. 6 is an explanatory view explaining another typical
process performed corresponding to the discriminated object
by the information processing apparatus 100 embodying the
present disclosure. As in FIG. 5, FIG. 6 shows an example in
which the image area Bin FIG. 2 is discriminated as the image
area including the object drawing the user’s line of sight by
the process (2) above (object identification process). The
example in FIG. 6 also shows that two display processes (to
be discussed later) are carried out. Obviously, the information
processing apparatus 100 can perform one or a plurality of
display processes.

For example, the information processing apparatus 100
may cause what is indicated by the auxiliary information
corresponding to the object discriminated by the process (2)
above (object identification process) to be displayed near the
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image area (E in FIG. 6) corresponding to the discriminated
object. What is indicated by the auxiliary information and
displayed by the information processing apparatus 100 may
include the content of the auxiliary information as part of the
object information or the content of the auxiliary information
stored beforehand in a storage portion (to be discussed later).
The above wording regarding the information processing
apparatus 100 embodying the present disclosure in a manner
“displaying what is indicated by the auxiliary information
near the image area corresponding to the discriminated
object” may typically include displaying the content of the
auxiliary information adjacent to the image area correspond-
ing to the discriminated object, and displaying the content of
the auxiliary information in proximity to the image area in
question. Although FIG. 6 shows an example in which the
information processing apparatus 100 displays what is indi-
cated by the auxiliary information in pop-up form, this is
obviously not limitative of the method for displaying the
content of auxiliary information as part of the embodiments
of the present disclosure.

As explained above, if the image area drawing the user’s
line of sight includes an object, it is highly likely that the
user’s attention is drawn to the object in question. Thus if the
content of the auxiliary information related to the discrimi-
nated object is displayed near the image area corresponding
to the discriminated object, the user can visually obtain infor-
mation related to the object of interest without moving his or
her line of sight extensively.

The display process performed by the information process-
ing apparatus 100 embodying this disclosure is not limited to
what was described above. For example, the information
processing apparatus 100 need not display in superposed
fashion the image area corresponding to the discriminated
object and any image different from the images displayed on
the display screen (e.g., F in FIG. 6) and/or the content of
information not related to the image in question. The above-
mentioned different image may be one that is displayed in PIP
(picture in picture) or POP (picture on picture) form, for
example. The information not related to the image in question
may include news flashes and advertisements, for example.

As explained above, where an object is included in the
image area drawing the user’s line of sight, it is highly likely
that the user’s attention is drawn to that object and that the
other image areas are not drawing the user’s attention. Thus
when the other images and/or the information not related to
the image in question are not displayed in superposed fashion
on the image area corresponding to the discriminated object,
it is possible to display such images and information on the
display screen without encroaching on the object (or image
area) drawing the user’s attention.

(C) Process of Recording Attention-Drawing Object Infor-
mation

As the process corresponding to the discriminated object,
the information processing apparatus 100 may record to a
storage portion or the like (to be discussed later) attention-
drawing object information indicative of the object discrimi-
nated by the process (2) above (object identification process).
In this case, the information processing apparatus 100 may
record, as the attention-drawing object information, the
object information corresponding to the object discriminated
by the process (2) above (object identification process) from
among the object information generated by the process (1)
above (object information generation process). For example,
the information processing apparatus 100 may record the
attention-drawing object information to an object database
capable of accommodating a plurality of items of attention-
drawing object information. As another example, the infor-
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mation processing apparatus 100 may record each of the
items of attention-drawing object information as an attention-
drawing object file. The attention-drawing object information
relevant to the embodiments of the present disclosure is not
limited to what was described above. For example, the infor-
mation processing apparatus 100 may record, as the attention-
drawing object information, the above-described object
information supplemented with some other information such
as a recording time (e.g., the time period in which the user’s
attention has been drawn) or information identifying the
image (e.g., a file name, or information indicative of the
position of the image in the sequence of all frames).

As explained above, if an object is included in the image
area drawing the user’s line of sight, it is highly likely that the
user’s attention is drawn to that object. Thus, the user’s pref-
erences can be grasped by analyzing the attention-drawing
object information thus stored. Also, if the image reproduced
by an external apparatus or by this information processing
apparatus 100 contains an image area including an object
identical or similar to (i.e., corresponding to) the object des-
ignated by the stored attention-drawing object information,
then the information processing apparatus 100 can perform
its image processing such as the extended definition process
on the image area in question. Furthermore, if the image
contains an image area including the above-mentioned cor-
responding object, the information processing apparatus 100
may, as in the process (B) above (display process), display
what is indicated by the auxiliary information corresponding
to the object designated by the stored attention-drawing
object information near the image area in question.

(D) Interlocking Process with the Server 200 (a Typical Exter-
nal Device)

The processes (A) through (C) discussed above are typical
processes corresponding to the discriminated object and car-
ried out basically on a stand-alone basis. However, these
processes are not limitative of the processing performed cor-
responding to the discriminated object by the information
processing apparatus 100 embodying the present disclosure.
For example, it is also possible to carry out an interlocking
process with an external device such as the server 200.
(D-1) First Example

As the process corresponding to the discriminated object,
the information processing apparatus 100 may generate atten-
tion-drawing object information in the same manner as the
process (C) above (process of recording attention-drawing
object information) and transmit the generated attention-
drawing object information to an external device such as the
server 200.

When the information processing apparatus 100 transmits
the attention-drawing object information to the sever 200 (a
typical external device; ditto hereunder), the server 200 can
analyze each image to see which object is drawing the user’s
attention through the use of the received attention-drawing
object information. When acquiring attention-drawing object
information from each of a plurality of information process-
ing apparatuses 100 connected directly or via a network, the
server 200 can analyze not only the object drawing the atten-
tion of a single user but also the objects drawing the attention
of a plurality of users. In this manner, when the information
processing apparatus 100 transmits attention-drawing object
information to the server 200, the server 200 can implement
any one of three processes (a) through (c) to be discussed
below, for example. Obviously, the processes implemented
by the server 200 when the information processing apparatus
100 transmits attention-drawing object information thereto
are not limited to the three processes (a) through (b) below.
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(a) Analysis of the Preferences of the User Using the Infor-
mation Processing Apparatus 100

Carrying out this process (a) allows the server 200 to grasp

the user’s preferences through the analysis of which object is
drawing the user’s attention. For example, the analysis may
enable the server 200 to provide the user with information
conforming to his or her preferences (as a sort of recommen-
dation).
(b) Calculation of the Attention-Drawing Rate (Viewing
Rate) Regarding Each Object Using Information Indicative of
Viewing Points as Part of Attention-Drawing Object Infor-
mation

The attention-drawing rate calculated by this process (b)
provides an indicator indicative of which object in which
image was drawing the user’s attention. This allows the server
200 to offer an indicator appreciably more precise than the
ordinary indicator solely indicating which content was draw-
ing the user’s attention. Since the above-described attention-
drawing object information corresponds to the object infor-
mation based on the metadata generated through operations
of the content provider, for example, it is possible for the
content provider to assign weights to each of the objects
involved.

(c) Offering of the Calculated Attention-Drawing Rate to an
External System Such as a Content-Providing System (e.g.,
TV Broadcasting System)

Given the attention-drawing rate calculated by this process
(c), the external system can provide content (images, or
images and sounds (including music; ditto hereunder)) that
may include more objects having high attention-drawing
rates than before. Thus, carrying out this process (c) makes it
possible to implement a more interactive video delivery ser-
vice than before by automatically (or manually) pointing
cameras at objects having high attention-drawing rates of
users during a live telecast, for example. Obviously, the server
200 may also possess the functionality of the external system
such as the above-mentioned content-providing system.
(D-2) Second Example

The information processing apparatus 100 acquires auxil-
iary information from the external apparatus such as the
server 200 and displays the content of the acquired auxiliary
information. More specifically, as with the process (C) above
(process of recording attention-drawing object information),
the information processing apparatus 100 stores attention-
drawing object information. If there is any image area that
includes an object identical or similar to the object designated
by the stored attention-drawing object information (i.e., cor-
responding object), then the information processing appara-
tus 100 acquires from the server 200 or the like the auxiliary
information corresponding to the attention-drawing object
information in question. And as with the process (B) above
(display process), the information processing apparatus 100
causes the content of the acquired auxiliary information to be
displayed near the above-mentioned image area in the repro-
duced image.

In this case, it is more likely that the auxiliary information
stored in the external apparatus such as the server 200 is larger
in quantity and more up to date than the auxiliary information
stored in the information processing apparatus 100. Thus, by
causing the content of the auxiliary information acquired
from the external apparatus such as the server 200 to be
displayed, the information processing apparatus 100 can pro-
vide the user with more significant information about the
object drawing the user’s attention.

For example, by performing the processes (1) (object infor-
mation generation process) through (3) (execution process)
above, the information processing apparatus 100 can dis-
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criminate the object drawing the user’s line of sight and
perform the process corresponding to the object drawing the
user’s attention in the image. Thus, the processing approach
to the embodiments of the present disclosure may be imple-
mented by carrying out the processes (1) (object information
generation process) through (3) (execution process) above,
for example.

(Server, and Information Processing Apparatus Embodying
the Present Disclosure)

Explained below is a typical structure of the information
processing apparatus 100 embodying the present disclosure
as well as a typical structure of the server 200 capable of
performing processes in interlocked relation to the informa-
tion processing apparatus 100, both the apparatus 100 and the
server 200 being capable of carrying out processes relevant to
the above-described processing approach to the embodiments
of this disclosure.

What follows is an explanation of a typical information
processing system made up of the information processing
apparatus 100 and server 200 interconnected by a network
(called the information processing system 1000 hereunder),
the explanation entailing descriptions of typical structures of
the information processing apparatus 100 and server 200. The
information processing apparatus 100 is not limited to being
a component of the information processing system 1000. For
example, as discussed above in connection with the processes
(A) through (C) in the process (3) above (execution process),
the information processing apparatus 100 embodying the
present disclosure is capable of performing the process cor-
responding to the discriminated object basically on a stand-
alone basis.

(D Structure of the Information Processing Apparatus 100
[First Embodiment]

FIG. 7 is a block diagram showing a typical structure of the
information processing apparatus 100 as a first embodiment
of'the present disclosure. FIG. 7 also indicates the server 200
connected to the information processing apparatus 100 via a
network 300. That is, the configuration shown in FIG. 7 may
be considered the information processing system 1000
including the information processing apparatus 100 and
server 200. The network 300 may be any one of, say, wired
networks including a LAN (local area network) and a WAN
(wide area network); wireless networks including a wireless
WAN (WWAN; wireless wide area network) involving base
stations, and a wireless MAN (WMAN; wireless metropoli-
tan area network); and the Internet using communication
protocols such as TCP/IP (Transmission Control Protocol/
Internet Protocol).

Furthermore, FIG. 7 shows a display system 400 that dis-
plays images (still or moving images) on a display screen and
generates coordinate information by imaging the display
direction on the display screen. In FIG. 7, the display system
400 is shown made up of a display device 500 for performing
display and an imaging device 600 for carrying out imaging.
However, this example is not limitative of the configuration of
the display system 400 as part of the embodiments of this
disclosure. For example, the display system 400 may be an
entity that integrates the display device 500 with the imaging
device 600 (such as a display device having the imaging
capability).

Referring to FIG. 7, the information processing apparatus
100 may include a storage portion 102, an input portion 104,
a communication portion 106, and a control portion 108, for
example.

The information processing apparatus 100 may also
include a ROM (read only memory; not shown) and a RAM
(random access memory; not shown). The information pro-
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cessing apparatus 100 may typically have its components
interconnected by a bus serving as data transmission chan-
nels. For example, the ROM (not shown) may store the pro-
grams to be used by the control portion 108 as well as pro-
cessing data such as operation parameters. The RAM (not
shown) may temporarily store the program and data for use by
the control portion 108 and other components.

[Typical Hardware Structure of the Information Processing
Apparatus 100]

FIG. 8 is an explanatory view showing a typical hardware
structure of the information processing apparatus 100
embodying the present disclosure. Referring to FIG. 8, the
information processing apparatus 100 may include an MPU
150, a ROM 152, a RAM 154, a recording medium 156, an
input/output interface 158, an operation input device 160, a
display device 162, and a communication interface 164. For
example, the information processing apparatus 100 may have
its components interconnected by a bus 166 serving as data
transmission channels.

The MPU 150 may be typically composed of an integrated
circuit that includes an MPU (micro processing unit), a plu-
rality of circuits for implementing the control function, and a
plurality of circuits for implementing diverse functions such
as image processing. As such, the MPU 150 functions as the
control portion 108 for controlling the information process-
ing apparatus 100 as a whole. Within the information process-
ing apparatus 100, the MPU 150 plays the roles of a detection
section 120, a discrimination section 122, and a processing
section 124. Also, the MPU 150 may play the role of a repro-
duction processing section, to be discussed later.

The ROM 152 stores the programs to be used by the MPU
150 as well as control data such as operation parameters. The
RAM 154 may temporarily store the programs to be executed
by the MPU 150 and other resources.

The recording medium 156 functions as the storage portion
102, storing various data such as auxiliary information, atten-
tion-drawing object information and content data, as well as
applications for example. The recording medium 156 may be
any one of magnetic recording media such as hard disks, or
nonvolatile memories including EEPROM (electrically eras-
able and Programmable Read Only Memory), flash memo-
ries, MRAM (magneto-resistive random access memory),
FeRAM (ferroelectric random access memory), and PRAM
(phase change random access memory). The recording
medium 156 may be removably attached to the information
processing apparatus 100.

The input/output interface 158 may be connected with the
operation input device 160 and display device 162, for
example. The input/output interface 158 can also play the role
of the input portion 104. The operation input device 160
functions as an operation portion (not shown), and the display
device 162 functions as a display portion (to be discussed
later). The input/output interface 158 may include a USB
(Universal Serial Bus) terminal, a DVI (Digital Visual Inter-
face) terminal, an HDMI (High-Definition Multimedia Inter-
face) terminal, and various processing circuits for example.
The operation input device 160 may be typically mounted on
the information processing apparatus 100 and connected to
the input/output interface 158 therein. The operation input
device 160 may be any one or a combination of buttons, arrow
keys, and a rotary selector such as a jog dial for example. The
display device 162 may be typically mounted on the informa-
tion processing apparatus 100 and connected to the input/
output interface 158 therein. The display device 162 may be
any one of a liquid crystal display (LCD), an organic elec-
troluminescence display, and an organic light emitting diode
display (OLED) for example. Obviously, the input/output
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interface 158 may also be connected with an operation input
device (e.g., keyboard and mouse) as an external apparatus to
the information processing apparatus 100, with a display
device (e.g., display device 300), and with an external device
such as the imaging device (e.g., imaging device 600). Also,
the display device 162 may be arranged to be capable of
displaying and user operations, such as a touch screen.

The communication interface 164 is communication
means as part of the information processing apparatus 100. As
such, the communication interface 164 functions as the com-
munication portion 106 for communicating, in wired or wire-
less fashion, with the external apparatus such as the server
200 directly or via the network 300. For example, the com-
munication interface 164 may be composed of a communi-
cation antenna with an RF circuit (for wireless communica-
tion), an IEEE802.15.1 port with a transceiver circuit (for
wireless communication), an IEEE802.11b port with a trans-
ceiver circuit (for wireless communication), or a LAN termi-
nal with a transceiver circuit (for wired communication).

The information processing apparatus 100 may perform
processes relevant to the processing approach to the embodi-
ments of the present disclosure when structured as illustrated
in FIG. 8, for example. The hardware structure of the infor-
mation processing apparatus 100 embodying this disclosure
is not limited to the structure shown in FIG. 8.

For example, the information processing apparatus 100
may be furnished with an imaging device which serves as an
imaging portion (to be discussed later) and which is made up
of a lens/imaging element arrangement and a signal process-
ing circuit. In the case above, the information processing
apparatus 100 can perform processes using the coordinate
information generated by the apparatus 100 itself. The lens/
imaging element arrangement may be constituted by optical
lenses, a CCD (charge coupled device), and an image sensor
employing a plurality of imaging elements such as CMOS
(complementary metal oxide semiconductors) for example.
The signal processing circuit may typically include an AGC
(automatic gain control) circuit and an ADC (analog-to-digi-
tal converter), thereby converting an analog signal generated
by the imaging elements into a digital signal (image data).
The signal processing circuit may also include an MPU or the
like that generates coordinate information by carrying out the
above-described coordinate information generation process
using the image data.

The information processing apparatus 100 may also be
furnished with a DSP (digital signal processor) and a sound
output device composed of amplifiers, speakers, etc. The
information processing apparatus 100 may further be pro-
vided with a slot that accommodates an external memory and
allows data to be written and read thereto and therefrom, and
an optical disk drive for reading data from optical disks.
Furthermore, the information processing apparatus 100 may
be structured to exclude the operation device 160 and display
device 162 shown in FIG. 8 as well as the communication
interface, for example.

Referring again to FIG. 7, the structure of the information
processing apparatus 100 as the first embodiment of the
present disclosure will be explained below. The storage por-
tion 102 is storage means as part of the information process-
ing apparatus 100. For example, the storage portion 102 may
be a magnetic recording medium such as a hard disk or a
nonvolatile memory such as a flash memory.

The storage device 102 may store diverse data such as
auxiliary information, attention-drawing object information
and content data, as well as applications. FIG. 7 shows an
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example in which auxiliary information 130 and attention-
drawing object information 132 are stored in the storage
portion 102.

The input portion 104 may typically receive the image data
corresponding to the image displayed on the display screen
(when the display device 500 performs a reproduction pro-
cess), the metadata corresponding to the image in question,
and the coordinate data generated by the imaging device 600.
The input portion 104 forwards the various received (i.e.,
input) data to the control portion 108. The input device 104
may include a USB terminal, a DVI terminal, an HDMI
terminal, and various processing circuits, but is not limited to
these components. For example, the input portion 104 may be
structured otherwise in a manner capable of receiving the
diverse data from the external apparatus in wired or wireless
fashion.

Also, when the information processing apparatus 100 dis-
plays the image represented by the image data reproduced by
the apparatus 100 on the display screen of the display device
500, the information processing apparatus 100 may transmit
the image data to the display device 500 via the input portion
104. That is, the input portion 104 may play the role of a
connection portion for permitting data exchanges between
the information processing apparatus 100 and the external
apparatus such as the display device 500 (or external system).
Although FIG. 7 shows a structure that includes the input
portion 104 and communication portion 106, this is not limi-
tative of the structure of the information processing apparatus
100. For example, the information processing apparatus 100
embodying the present disclosure may have the input portion
104 and communication portion 106 (to be discussed later)
integrated into a single portion.

The communication portion 106 is communication means
as part of the information processing apparatus 100. As such,
the communication portion 106 communicates with the exter-
nal apparatus such as the server 200 directly or via the net-
work 300 in wired or wireless fashion. Also, the communica-
tion portion 106 may be controlled in operation typically by
the control portion 108. The communication portion 106 may
include a communication antenna with an RF circuit and a
LAN terminal with a transceiver circuit, but is not limited
thereto. For example, the communication portion 106 may be
structured as desired in a manner capable of communicating
with the external apparatus via the network 300.

When equipped with the communication portion 106, the
information processing apparatus 100 can perform the pro-
cess (3) above (execution process) in interlocked relation
with the server 200.

The control portion 108 may be typically composed of an
integrated circuit that includes an MPU, a plurality of circuits
for implementing the control function, and a plurality of
circuits for implementing diverse functions including image
processing. As such, the control portion 108 plays the role of
controlling the entire information processing apparatus 100.
Also, the control portion 108 includes the detection section
120, discrimination section 122 and processing section 124,
and plays the leading role of performing processes relevant to
the processing approach to the embodiments of the present
disclosure. The control portion 108 may include a communi-
cation control section (not shown) for controlling communi-
cations with the external apparatus such as the server 200.

The detection section 120 plays the leading role of per-
forming the process (1) above (object information generation
process). More specifically, the detection section 120 may
typically detect an object in an image by utilizing the meta-
data related to the image and/or by processing the image
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displayed on the display screen. For every object thus
detected, the information processing apparatus 100 generates
object information.

The discrimination section 122 plays the leading role of
performing the process (2) above (object identification pro-
cess). More specifically, the discrimination section 122 may
typically discriminate the object (or image area) drawing the
user’s line of sight based on the coordinate information gen-
erated by the display device 500 (external imaging device)
and sent from the input portion 104 and on the object infor-
mation generated by the detection section 120.

The processing section 124 plays the leading role of per-
forming the process (3) above (execution process). More
specifically, based on the results of the discrimination by the
discrimination section 122 for example, the processing sec-
tion 124 may selectively carry out the process relevant to the
object discriminated object such as any one of the processes
(A) through (D) above. In this case, the processing section
124 may either perform a predetermined process correspond-
ing to the discriminated object or carry out the process
selected by the user’s operations regarding the discriminated
object.

When made up of the detection section 120, discrimination
section 122 and processing section 124 for example, the con-
trol portion 108 cay play the leading role of performing the
processes (1) (object information generation process)
through (3) (execution process) above relevant to the process-
ing approach.

The structure of the control portion 108 is not limited to the
structure shown in FIG. 7. For example, the control portion
108 may further include a reproduction processing section
(corresponding to a reproduction processing section 126, to
be discussed later) that reproduces content data representing
images or both images and sounds. In this case, the informa-
tion processing apparatus 100 may typically cause the display
screen of the display device 500 to display the image repre-
sented by the content data reproduced by the reproduction
processing section so that the image can be processed by the
detection section 120 and discrimination section 122.

When structured as shown in FIG. 7, the information pro-
cessing apparatus 100 can implement the processes (1) (ob-
ject information generation process) through (3) (execution
process) above relevant to the processing approach. Thus
with the structure of FIG. 7 for example, the information
processing apparatus 100 can discriminate the object drawing
the user’s attention in the image displayed on the display
screen and viewed by the user, before performing the process
corresponding to the discriminated object.

[Second Embodiment]

In the foregoing description, the information processing
apparatus 100 as the first embodiment of this disclosure was
shown structured to discriminate the object drawing the
user’s attention in the image viewed by the user and displayed
on the display screen of the display device 500 (external
display device) as part of the display system 400, before
carrying out the process corresponding to the discriminated
object. However, the above-described structure of the first
embodiment is not limitative of the structure of the informa-
tion processing apparatus 100 embodying the present disclo-
sure. FIG. 9 is a block diagram showing another typical
structure of the information processing apparatus 100 as a
second embodiment of the present disclosure.

The information processing apparatus 100 shown in FIG. 9
as the second embodiment is structured basically the same as
the information processing apparatus 100 indicated in FIG. 7
as the first embodiment. The major difference between the
structure of the information processing apparatus 100 in FIG.
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9 as the second embodiment and the structure of its counter-
part in FIG. 7 as the first embodiment is that the information
processing apparatus 100 as the second embodiment does not
have the input portion 104 but possesses an imaging portion
110 and a display portion 112. When compared with the
information processing apparatus 100 in FIG. 7 as the first
embodiment, the information processing apparatus 100 in
FIG. 9 as the second embodiment is furnished with a control
portion 108 including a reproduction processing section 126
having the functionality similar to that of the reproduction
processing section in the first embodiment.

The imaging portion 110 is imaging means as part of the
information processing apparatus 100. As such, the imaging
portion 110 detects the user’s line of sight on the image
displayed on the display screen of the display portion 112 so
as to generate coordinate information. More specifically, the
imaging portion 110 may be typically composed of a lens/
imaging element arrangement and a signal processing circuit.
An analog signal generated by the imaging elements is con-
verted to a digital signal (image data) by the signal processing
circuit. The imaging portion 110 then proceeds with coordi-
nate information generation by getting the signal processing
circuit to perform processes for generating the above-men-
tioned coordinate information using the above-described
image data. The imaging portion 110 sends the generated
coordinate information to the control portion 108.

The display portion 112 is display means as part of the
information processing apparatus 100. As such, the display
portion 112 displays diverse information and images on its
display screen. The pictures displayed on the display screen
of the display portion 112 may typically include a content
display screen for displaying the image (content) reproduced
by the reproduction processing section 126, and an operation
screen through which the user may instruct the information
processing apparatus 100 to perform desired operations. The
display portion 112 may be composed of any one of such
display devices as a liquid crystal display and an organic
electroluminescence display, for example.

The information processing apparatus 100 in FIG. 9 as the
second embodiment is basically structured the same as the
information processing apparatus 100 in FIG. 7 as the first
embodiment. When structured as shown in FIG. 9, the infor-
mation processing apparatus 100 as the second embodiment
can thus implement the processes (1) (object information
generation process) through (3) (execution process) above
relevant to the processing approach, like the information pro-
cessing apparatus 100 as the first embodiment. Therefore, the
information processing apparatus 100, with its structure
shown in FIG. 9 as the second embodiment, can discriminate
the object drawing the user’s attention in the image displayed
on the display screen and viewed by the user and carry out the
process corresponding to the discriminated object.

(II) Structure of the Server 200

FIG. 10 is a block diagram showing a typical structure of
the server 200 embodying the present disclosure. Referring to
FIG. 10, the server 200 may include a storage portion 202, a
communication portion 204, and a control portion 206 for
example.

The server 200 may also include a ROM (not shown) and a
RAM (not shown). The server 200 has its components inter-
connected by a bus that serves as data transmission channels.
In this setup, the ROM (not shown) may typically store pro-
grams and processing data such as operation parameters for
use by the control portion 206. The RAM (not shown) may
temporarily store the programs and data currently operated on
by the control portion 206.
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[Typical Hardware Structure of the Server 200]

The server 200 may have the same hardware structure as
that of the information processing apparatus 100 embodying
the present disclosure, as shown in FIG. 8 for example. Obvi-
ously, the hardware structure of the server 200 embodying
this disclosure is not limited to the structure shown in FIG. 8.

The storage portion 200 is storage means as part of the
server 200. For example, the storage portion 202 may be a
magnetic recording medium such as a hard disk or a nonvola-
tile memory such as a flash memory. The storage portion 202
may typically store diverse data such as auxiliary informa-
tion, user information including information about the user’s
preferences based on the result of the analysis of attention-
drawing object information (a collection of information may
be called a database hereunder where appropriate), content
data, and applications. FIG. 10 shows an example in which
the storage portion 202 stores an auxiliary information data-
base 220 capable of accommodating a plurality of items of
auxiliary information, and a user information database 222
capable of storing a plurality of items of user information
regarding each of the users involved.

The communication portion 204 is communication means
as part of the server 200. As such, the communication portion
204 communicates with each of a plurality of information
processing apparatuses 100 and an external apparatus such as
a content offering system 700 (a typical external system)
directly or via the network 300 in wired or wireless fashion.
Also, the communication portion 204 may be controlled in
operation typically by the control portion 206. When fur-
nished with the communication portion 204, the server 200
can obtain attention-drawing object information from each of
a plurality of information processing apparatuses 100 and, in
response to an auxiliary information transmission request
sent therefrom, can transmit auxiliary information to the
requesting information processing apparatus 100. That is,
possessing the communication portion 204 allows the server
200 to implement processes such as the process (D) above in
interlocked relation with the information processing appara-
tus 100.

The communication portion 204 may include a communi-
cation antenna with an RF circuit and a LAN terminal with a
transceiver circuit, but is not limited thereto. For example, the
communication portion 204 may be structured as desired in a
manner capable of communicating with the external appara-
tus (or external system) via the network 300.

The control portion 206 may be typically composed of an
integrated circuit that includes an MPU and a plurality of
circuits for implementing the control function. As such, the
control portion 206 plays the role of controlling the entire
server 200. The control portion 206 also plays the role of
carrying out processes such as the process (D) above in inter-
locked relation with the information processing apparatus
100.

More specifically, the control portion 206 may analyze
what kind of object is drawing the user’s attention based on
the attention-drawing object information received by the
communication portion 204 (in the process (a) above), for
example. The control portion 206 may then record the result
of'the analysis to the user information database in the storage
portion 202.

Also, the control portion 206 may calculate the attention-
drawing rate of each object based on the attention-drawing
object information transmitted from a plurality of informa-
tion processing apparatuses 100 and received by the commu-
nication portion 204 (in the process (b) above) for example. In
this case, the control portion 206 may calculate the attention-
drawing rate of each object by dividing, for each object, the
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number of objects designated by the received attention-draw-
ing object information multiplied by the viewing points cor-
responding to the object in question, by the number of the
received items of attention-drawing object information.
Obviously, the method for calculating the attention-drawing
rates for objects as part of the embodiments of this disclosure
is not limited to the above-described method.

The control portion 206 may record the information com-
posed of the attention-drawing rates thus calculated to the
storage portion 202 for example. Alternatively, the control
portion 206 may control the communication portion 204 to
transmit the information of the calculated attention-drawing
rates to the content offering system 700 (in the process (c)
above).

If the communication portion 204 receives an auxiliary
information transmission request sent from an information
processing apparatus 100, the control portion 206 reads the
auxiliary information corresponding to the object designated
by the auxiliary information transmission request in question
from the auxiliary information database 220 held in the stor-
age portion 202. The control portion 206 then controls the
communication portion 204 to transmit the auxiliary infor-
mation retrieved from the auxiliary information database 220
to the information processing apparatus 100 that has sent the
auxiliary information transmission request. If the auxiliary
information corresponding to the object designated by the
auxiliary information transmission request is not found in the
auxiliary information database 220 held in the storage portion
202, the control portion 206 may communicate with an exter-
nal apparatus (e.g., another server) via the network 300 and
acquire the corresponding auxiliary information from the
external apparatus in question. If the control portion 206
cannot transmit the auxiliary information corresponding to
the object designated by the auxiliary information transmis-
sion request, then the control portion 206 controls the com-
munication portion 204 to transmit a response indicative of an
error to the information processing apparatus 100 that has
transmitted the auxiliary information transmission request.

By carrying out the above-described steps for example, the
control portion 206 may perform processes such as the pro-
cess (D) above in interlocked relation with the information
processing apparatus 100.

By executing the processing shown in FIG. 10, the server
200 can implement processes such as the process (D) above in
interlocked relation with the information processing appara-
tus 100. Obviously, the structure of the server 200 embodying
the present disclosure is not limited to the structure discussed
above.

As explained above, the information processing apparatus
100 embodying the present disclosure may typically perform
the processes (1) (object information generation process)
through (3) (execution process) above as the processes rel-
evant to the processing approach. Through the process (2)
above (object identification process), the information pro-
cessing apparatus 100 discriminates the object drawing the
user’s line of sight based on coordinate information and
object information. If an object is included in the image area
drawing the user’s line of sight within the image displayed on
the display screen and viewed by the user, it is highly likely
that the user’s attention is drawn to that object. If no object is
included in the image area drawing the user’s line of sight
within the image displayed on the display screen and viewed
by the user, then it is highly likely that no object drawing the
user’s attention exists within the image. Thus by discriminat-
ing the object drawing the user’s line of sight, the information
processing apparatus 100 provides an appreciably higher
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level of accuracy than before in discriminating the object
drawing the user’s attention within the image.

As a result, the information processing apparatus 100 can
discriminate the object drawing the user’s attention in the
image displayed on the display screen and viewed by the user,
and perform the process corresponding to the discriminated
object.

Also, as the process corresponding to the discriminated
object, the information processing apparatus 100 may per-
form any of the processes (A) through (C) above (basically
stand-alone processes) or the process (D) above (process
performed in interlocked relation with the external apparatus
such as the server 200). Thus, the information processing
apparatus 100 offers the benefits of the processes performed
corresponding to the discriminated object as discussed above.

Although the present disclosure has been described above
using the information processing apparatus 100 as one pre-
ferred embodiment, this is not limitative of how this disclo-
sure can be implemented. Possible embodiments of the
present disclosure may include computers such as the PC
(personal computer) and server, display devices such as TV
sets and signage devices, portable communication devices
such as mobile phones, video/audio players (or video/audio
recording and reproducing devices), and game consoles.

Whereas the present disclosure has also been described
above using the server 200 as another preferred embodiment,
this is not limitative of how this disclosure can be imple-
mented. Other possible embodiments of the present disclo-
sure may include computers such as the PC (personal com-
puters) and server, as well as a group of a plurality of servers
(a group of computers).

While the present disclosure has also been described above
using the display system 400 as a further preferred embodi-
ment, this is not limitative of how this disclosure can be
implemented in many other ways. Other possible embodi-
ments of the present disclosure may include various devices
capable of displaying and/or taking images, including com-
puters such as the PC (personal computers), display devices
such as TV sets and signage devices, and portable communi-
cation devices such as mobile phones. The display system 400
embodying this disclosure may also be a combination of a
display device with an imaging device.

(Programs Embodying the Present Disclosure)
[Program Relevant to the Information Processing Apparatus]

A program for causing a computer to function as an infor-
mation processing apparatus embodying the present disclo-
sure (e.g., a program for carrying out the processes (1) (object
information generation process) through (3) above (execution
process)) may be devised so as to discriminate the object
drawing the user’s attention in the image displayed on the
display screen and viewed by the user and to perform the
process corresponding to the discriminated object.
[Program Relevant to the Server|

A program for causing a computer to function as a server
embodying the present disclosure (e.g., a program for carry-
ing out processes in interlocked relation with the information
processing apparatus also embodying this disclosure) may be
devised to implement an information processing system that
can perform the process corresponding to the object which is
discriminated by the information processing apparatus
embodying the disclosure and which draws the user’s atten-
tion within the image, in interlocked relation with the infor-
mation processing apparatus.

It is to be understood that while the disclosure has been
described in conjunction with specific embodiments with
reference to the accompanying drawings, it is evident that
many alternatives, modifications and variations will become
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apparent to those skilled in the art in light of the foregoing
description. Accordingly, it is intended that the present dis-
closure embrace all such alternatives, modifications and
variations as fall within the spirit and scope of the appended
claims.

For example, the information processing apparatus 100
embodying the present disclosure may be furnished individu-
ally with the detection section 120, discrimination section
122, and processing section 124 shown in FIGS. 7 and 9 (e.g.,
each portion may be implemented with a separate processing
circuit).

Whereas the foregoing description has referred to the pro-
vision of the programs (computer programs) for causing the
computer to implement the information processing apparatus
embodying the present disclosure, a recording medium stor-
ing these programs may also be offered as an embodiment of
this disclosure.

It is to be noted that the examples in the preceding para-
graphs are merely specificities that also fall within the spirit
and scope of the appended claims.

What is claimed is:

1. An information processing apparatus comprising:

a discrimination section configured to discriminate an
object drawing the line of sight of a user viewing an
image displayed on a display screen, the discrimination
being based both on coordinate information indicative
of where the line of sight of said user is positioned
relative to said image and on object information includ-
ing area information indicative of an image area includ-
ing said object in said image,
wherein said object information is obtained based on a

histogram which is calculated for feature quantities
corresponding to said image area; and

a processing section configured such that when said dis-
crimination section discriminates said object drawing
the line of sight of said user, said processing section
selectively performs a process corresponding to said
object discriminated by said discrimination section,
wherein said processing section is configured to perform

an expansion process for expanding said image area
corresponding to said object discriminated by said
discrimination section to form a three dimensional
image.

2. The information processing apparatus according to
claim 1, further comprising

a detection section configured to detect said object
included in said image so as to generate said object
information, by utilizing metadata associated with said
image and/or by processing said image,
wherein said discrimination section determines said

object drawing the line of sight of said user based on
said object information generated by said detection
section.

3. The information processing apparatus according to
claim 1, wherein said processing section provides a display of
auxiliary information about said object discriminated by said
discrimination section, said display being positioned near
said image area corresponding to said object discriminated by
said discrimination section.

4. The information processing apparatus according to
claim 3, further comprising:

a storage portion; and

a communication portion configured to communicate with
an external apparatus storing said auxiliary information,
wherein said processing section generates attention-

drawing object information indicative of said object
discriminated by said discrimination section, before
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recording the generated attention-drawing object
information to said storage portion,

if said attention-drawing object information corre-
sponding to said object discriminated by said dis-
crimination section is stored in said storage portion,
then said processing section acquires said auxiliary
information corresponding to said attention-drawing
object information from said external apparatus via
said communication portion, and

wherein said processing section displays said acquired
auxiliary information near said image area which is
part of said image and which corresponds to said
object discriminated by said discrimination section.

5. The information processing apparatus according to
claim 1, further comprising

a communication portion configured to communicate with

an external apparatus,

wherein said processing section generates attention-
drawing object information indicative of said object
discriminated by said discrimination section, before
causing said communication portion to transmit said
generated attention-drawing object information to
said external apparatus.

6. The information processing apparatus according to
claim 1, wherein said processing section performs an
extended definition process for enhancing image quality of
said image area corresponding to said object discriminated by
said discrimination section.

7. The information processing apparatus according to
claim 1, wherein said processing section prevents any image
different from said image and/or what is indicated by any
information unrelated to said image from being displayed in
superposed fashion on said image area corresponding to said
object discriminated by said discrimination section.

8. The information processing apparatus according to
claim 1, further comprising

an input portion configured to admit said coordinate infor-

mation generated by and input from an imaging device

through detection of the line of sight of said user relative

to said image displayed on said display screen of a

display device,

wherein, based on said coordinate information input to
said input portion, said discrimination section dis-
criminates said object drawing the line of sight of said
user.

9. The information processing apparatus according to
claim 1, further comprising:

a display portion configured to display said image on said

display screen; and

an imaging portion configured to generate said coordinate

information by detecting the line of sight of said user

relative to said image displayed on said display screen of

said display portion,

wherein, based on said coordinate information gener-
ated by said imaging portion, said discrimination sec-
tion discriminates said object drawing the line of sight
of said user.

10. The information processing apparatus according to
claim 1, wherein said discrimination section is configured to
discriminate each of a plurality of objects drawing the corre-
sponding line of sight of each of a plurality of users viewing
said image.

11. The information processing system according to claim
1, wherein said histogram is calculated for said feature points
corresponding to binary patterns in said image area.

10

15

25

30

35

40

45

26

12. An information processing system comprising:
a server configured to store auxiliary information about a

plurality of objects; and

an information processing apparatus configured to com-

municate with said server,
wherein said information processing
includes:

a storage portion,

a communication portion configured to communicate
with said server,

a discrimination section configured to discriminate
each of the plurality of objects drawing the corre-
sponding line of sight of each of a plurality of users
viewing animage displayed on a display screen, the
discrimination being based both on coordinate
information indicative of where the corresponding
line of sight of each of said plurality of users is
positioned relative to said image and on object
information including area information indicative
of a corresponding image area including each of
said plurality of objects in said image,
wherein said object information is obtained based

on a histogram which is calculated for feature
quantities corresponding to said image area; and

a processing section configured such that when said
discrimination section discriminates each of said
plurality of objects drawing the corresponding line
of sight of each of said plurality of users, said
processing section selectively performs a process
corresponding to each of said plurality of objects
discriminated by said discrimination section,

said processing section generates attention-drawing
object information indicative of each of said plu-
rality of objects discriminated by said discrimina-
tion section, before recording said generated atten-
tion-drawing object information to said storage
portion,

if said attention-drawing object information corre-
sponding to each of said plurality of objects dis-
criminated by said discrimination section is stored
in said storage portion, then said processing section
acquires said auxiliary information corresponding
to said attention-drawing object information from
said server via said communication portion, and
wherein said processing section displays said

acquired auxiliary information near said image
area corresponding to each of said plurality of
objects discriminated by said discrimination
section.

apparatus

13. An information processing system comprising:
a server; and
an information processing apparatus configured to com-

municate with said server,
wherein said information processing
includes:
a communication portion configured to communicate
with said server;
adiscrimination section configured to discriminate an
object drawing the line of sight of a user viewing an
image displayed on a display screen, the discrimi-
nation being based both on coordinate information
indicative of where the line of sight of said user is
positioned relative to said image and on object
information including area information indicative
of an image area including said object in said
image,

apparatus
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wherein said object information is obtained based
on a histogram which is calculated for feature
quantities corresponding to said image area; and
a processing section configured such that when said
discrimination section discriminates said object 5
drawing the line of sight of said user, said process-
ing section selectively performs a process corre-
sponding to said object discriminated by said dis-
crimination section,
said processing section generates attention-drawing 10
object information indicative of said object dis-
criminated by said discrimination section, before
causing said communication portion to transmit
said generated attention-drawing object informa-
tion to said server, 15
wherein said processing section is configured to
perform an expansion process for expanding
said image area corresponding to said object dis-
criminated by said discrimination section to
form a three dimensional image. 20
14. The information processing system according to claim
13, wherein said discrimination section is configured to dis-
criminate each of a plurality of objects drawing the corre-
sponding line of sight of each of a plurality of users viewing
said image. 25
15. The information processing system according to claim
12, wherein said processing section is configured to perform
an expansion process for expanding said image area corre-
sponding to said object discriminated by said discrimination
section to form a three dimensional image. 30

#* #* #* #* #*



